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Supervisor(s): C. Vial (ICJ, université Claude Bernard Lyon 1), C. Helbert (ICJ, Centrale
Lyon)

Ph.D. expected duration: 2015-2018

Adress: Centrale Lyon, 36 Avenue Guy de Collongue, 69134 Ecully

Email: melina.ribaud@doctorant.ec-lyon.fr

Abstract:

In this work, we focus on kriging based metamodel and more precisely we propose a new covariance
kernel adapted to high dimension problem. In general, people use an anisotropic kernel that is a
tensor product of as many 1D kernels as the number of inputs, each kernel being parameterized
by a spatial correlation length, called range parameter. In high dimension with a very restricted
number of data points the estimation of range parameters becomes quite difficult. That’s why
in this context, an isotropic kernel could be a good alternative. This kernel is a function of the
euclidean distance in the entire input space and depends on only one range parameter. However
isotropic kernel are too restrictive. The idea of this paper is to construct a kernel between this
two extremal choices. A review of the literature shows that one way to improve performance of
kriging is to adapt the covariance structure to each specific case see e.g. Durrande et al. ([2]) and
Padonou et al. ([5]). In general the covariance function only depends on the range parameters
and on the sill parameter (variance) that have to be estimated. Data points range parameters
estimation becomes very tricky in high dimension. Some answers could be found in the literature.
Binois ([1]) propose different sparse and specific covariance kernels based on expert information
or on the work of Muehlenstaedt et al. ([4]) and Durrande et al. ([3]). This construction is
not possible in high dimension. Moreover, we can also find in literature the work of Welch et al
([[7]]) that proposes a forward strategy that aims at identifying the active factors. However, the
proposed kernel is too separator and can be improved. In this paper, we propose a data-driven
construction of a covariance kernel adapted to high dimension. This kernel is a tensor product of
a few isotropic kernels built on well-chosen subgroups of variables. It has the following expression:

rθ(x− x′) =

q∏
ℓ=1

ρθℓ (∥x− x′∥Iℓ
) (1)

where, q < p is the number of groups and θ ∈ Rq, θ = (θ1, . . . , θq). Let Iℓ be the set of indexes
in the ℓth group with cardinal |Iℓ| = pℓ, pℓ = 1, . . . , p. Then we have p1 + . . .+ pq = p. We note

the norm of the subvector (xj)j∈Iℓ
by ∥x∥2Iℓ

=
(∑

j∈Iℓ
x2
j

)
∀x ∈ [0; 1]p. The difficulty is to find

the number and the composition of groups. The idea is to start the algorithm with a full isotropic
kernel. It depends on only one parameter to gain in robustness in high dimensional problems. In
the procedures that we introduce, the final kernel is an isotropic by group. Then, at each stage
we compare different models and we choose the best under a BIC criterion. We test 4 different
algorithms and ”algW” that is described in ([7]).
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Algorithms alg1 alg2 alg3 alg4 algW
Strategy Quasi Separate Separate Separate Separate

exhaustive + Cluster + Cluster
at the end at each step

Direction Forward Both Both Both Forward

The table summarizes the procedures characteristics. We apply the algorithms to a simulated
case. We study the algorithms behavior with learning set size and compare their prediction quality
and their time of estimation. It results that algorithm 4 is the most efficient. The estimation time
does not grow to fast with the number of experiments and the quality of prediction is always the
best. The prediction quality increases with the number of experiments. Finally, we consider the
Sobol function composed of 6 active variables and 9 non-active ones. This function is popular in
sensitivity analysis see Statelli et al. ([6]). We compare the predictive power of the three models,
the kriging model with the isotropic kernel is poor. kriging with an isotropic by group kernel
improves prediction power compared to kriging with an anisotropic kernel.
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