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Abstract:

In the sake of advanced understanding of living organisms, biologists continuously formulate theo-
ries and compare them against real experimental data. The phenomenon of protein transcription,
that is the production of proteins from mRNA, is crucial in the early development of embryos
and is yet not so well detailed. In particular, even for simple bodies such as the Melanogaster
drosophilia, a quantitative estimation of the diffusion process and the rate of decay remain a
challenge. This is mainly due to difficult, noisy and partial measurements of involved mRNA and
protein concentrations.

The embryo body is modelled as 1D space, the anterior/posterior axis of total length 1. In this
work, we consider the transcription process as a linear parabolic partial differential equation (PDE)
with dirichlet boundary conditions ∀(t, x) ∈ [0, 1]× [0, 1]:

∂y

∂t
(t, x) + λy(t, x)−D∆y(t, x) = s(x, t), (1)

y(0, x) = 0, (2)

y(t, 0) = g(t), (3)

y(t, 1) = 0. (4)

where y is the protein concentration, s the mRNA concentration, λ the factor of decay and D
the diffusion coefficient which are all positive quantities. Our objective is to give an estimation,
including uncertainty quantification of the parameters (λ,D, s), from noisy point-wise observations
of the solution y.

The Bayesian Inverse problems methodology has been recently developped to tackle such challenge.
It consists in choosing a prior distribution µ0 for the parameters (λ,D, s) and characterize the
posterior distribution µy given the dataset. This methodology is particularly well tailored for
infinite dimensional problems, such as PDE operators [3].

In this work, the PDE solution operator:

T : (λ,D, s)→ y (5)

is non-linear. This and the positivity contraint prevent the use of gaussian distributions and
Green’s function, and to the best of our knowledge, no closed formulae are available for inversion.
We thus use a finite element approximation, coupled with state-of-the-art infinite dimensional
MCMC algorithms [1] [2], which are robust to mesh refinement and use geometric information to
speed-up computations.
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