
PhD position in mathematical statistics and machine learning

Theoretical guarantees for Gaussian and deep Gaussian

processes and their approximations

Project description

Gaussian processes provide very efficient Bayesian models in statistics and machine learning [5, 6], with
applications in many fields such as computer experiments, geostatistics, robotics and image analysis. In
the last 15 years, their theoretical understanding has increased considerably, see [3] and references therein.
Nevertheless, an important gap remains between theory and practice.

The aim of the project is to fill this gap in various directions. Primarily, the theoretical properties
of two extensions of Gaussian processes will be investigated: deep Gaussian processes and constrained
Gaussian processes. Deep Gaussian processes enable to model more irregular functions in practice, and
with richer compositional structures [2]. Constrained Gaussian processes enable to take expert knowledge
into account, improving prediction and uncertainty quantification drastically [4]. In both cases, the main
aim of the project is to prove posterior contraction rates, typically when these extended priors are used in
regression, density estimation and classification. Secondarily, the theoretical properties of approximations
dedicated to large data sets will be investigated, in particular variational inference [1].

The PhD project is part of the GAP project that is funded by the French national research agency
(ANR) in 2021-2025 and hosted at Institut de Mathématiques de Toulouse, with François Bachoc as
principal investigator (PI) and Agnès Lagnoux as co-investigator.

Candidate profile

We are seeking for candidates with a degree in mathematics, with a specialization in probability, statistics,
machine learning or applied mathematics. Solid theoretical skills are expected.

Details

• Supervisors: François Bachoc and Agnès Lagnoux (Institut de Mathématiques de Toulouse).

• Other collaborators within the GAP ANR project: Ismaël Castillo (Laboratoire de Probabilités,
Statistique et Modélisation, Paris) and Mark van der Wilk (Department of Computing, Imperial
College, London).

• Start: Fall 2022, with possible master internship during Spring and Summer 2022.

• Duration: funded for 3 years.

• Location: Institut de Mathématiques de Toulouse (Toulouse, France), with possible visits (duration:
one week to one month each) to Laboratoire de Probabilités, Statistique et Modélisation, Paris and
Department of Computing, Imperial College, London.

How to apply

Applications will be considered until the position is filled. The candidates should send a CV, application
letter and grade transcripts (master level) to François Bachoc (francois.bachoc@math.univ-toulouse.fr)
and Agnès Lagnoux (lagnoux@univ-tlse2.fr).
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https://www.math.univ-toulouse.fr/~fbachoc/
https://perso.math.univ-toulouse.fr/lagnoux/
https://www.lpsm.paris/pageperso/castillo/
https://mvdw.uk/
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[4] A. F. López-Lopera, F. Bachoc, N. Durrande, and O. Roustant. Finite-dimensional Gaussian ap-
proximation with linear inequality constraints. SIAM/ASA Journal on Uncertainty Quantification,
6(3):1224–1255, 2018.

[5] C. Rasmussen and C. Williams. Gaussian Processes for Machine Learning. The MIT Press, Cambridge,
2006.

[6] M. Stein. Interpolation of Spatial Data: Some Theory for Kriging. Springer, New York, 1999.

2


