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Scienti�c context and place

This position is a part of the ANR Project ASTRID-ROMEO dealing with the integrity of drone sheep.
It is dedicated to the development of robust methods for the detection of outliers in drones trajectories,
combinig physics-constrained neural network and uncertainty quanti�cation using conformal inference
methods. Thales Research and Technology (TRT) brings its expertise for the �rst part, whereas Toulouse
Institute of Mathematics (IMT) carries out the second one.

The post-doctoral trainee will mainly take place at IMT, with several meetings in Paris Saclay. It
will be supervised by Fabrice Gamboa (IMT) and Adrien Mazoyer (IMT), and by TRT in particular for
the programming aspects.

Description and objectives

Conformal inference

Consider n exchangeable (typically i.i.d.) pairs of random variables (Xi, Yi)i=1...n ∈ X ×Y (hereinafter
referred to as the calibration set) and a new input Xn+1. Our objective is to construct a prediction set
for the output Yn+1 with an aimed level of con�dence, given the calibration set and a predictor function
f̂ : X → Y. That is we aim to construct a function C de�ned on (X × Y)n × X that will return a
conservatively valid subset of Y for Yn+1:

P [Yn+1 ∈ C((Xi, Yi)i=1...n, Xn+1)] ≥ 1− α

The conformal inference process consists in the following. Let us give a score function S : Y × Y → R
and compute Ri = S(f̂(Xi, Yi)). For example, if S(Y, Y ′) = ‖Y − Y ′‖2, then the Ri's correspond to the
squared errors. We de�ne then Q(1− α) = R(d(n+1)(1−α)e), with R(1) ≤ · · · ≤ R(n) and �nally construct

C(Xn+1) =
{
y ∈ Y s.t. S(f̂(Xn+1, y)) ≤ Q(1− α)

}
Therefore we can show that the above set is conservatively valid for Yn+1, as long as 1/(n+ 1) ≤ α < 1.

This approach requires only that the calibration data are exchangeable. This is why since the se-
quential former approach proposed in [16], it has been widely studied and extended, in particular in both
machine learning and statistics [1, 7].

Conformal inference for time series

Applying conformal inference to time series has been very active these last years, in particular under an
online context, (data arrives in a sequential way), see e.g. [8, 9, 17, 2]. Despite the non-exchangeability
of data, these works, that we can gather as adaptive conformal inference methods, achieve to provide
conservative sets, but in an asymptotical and very speci�c way: the coverage is guaranteed over the entire
time horizon, or over sub-intervals of time. Moreover, these methods may return as prediction the entire
set or a trivial set. These drawbacks make such methods unsatisfying for some applications, in particular
when it involves safety of person or material, such as self-driving cars or drones.

Instead of considering the previous locations of the current trajectory for predicting the future po-
sitions, an other context relies on a exchangeable calibration set of time series [14, 11, 13, 3]. In other
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. The main di�culty then is to choose a relevant score function, in order to

get informative prediction sets.

In the speci�c context of drones trajectories prediction, the state of �outlier� might depend on speci�c
conditions, such as weather conditions for example. It is possible then to apply a rough strati�cation
with di�erent scenarios, but the authors of [15] have proposed the usage of conformal inference when the
distribution of the new input is di�erent from the calibration set, in the case of a covariate shift, which
could be extended in our time series context.

Objectives

The �rst objective of the post-doctoral trainee is to implement a module performing conditional conformal
prediction in a trajectory predictor. Depending on the pro�le of the selected candidate, they will also
explore alternative possibilities in the latter context. Here are some examples of potential axes (non-
exhaustive list):

� The usage of (ensemble or particular) Kalman �lters for conformal inference appears at the moment
only in the context of online data for the de�nition of the scores in applied �elds ([5, 12]), but not
yet in exchangeable context;

� Some works about the usage of conformal methods for functional data can be found (see e.g. [10,
4]), but the usage of signature (see [6] for usage of signature in functional context) for conformal
inference remains quite open.

� Since physical constraints neural network are considered in the ROMEO project for the prediction
of drones trajectories, it might be interesting to study ways to embed physical constraints in the
conformity score.

Wished pro�le, salary, duration

The ideal candidate will have con�rmed skills both in statistics and programming. We are looking for a
doctorate owner in statistics with skills in programming, or a doctorate owner in computer sciences with
apetancy for statistics. The development will be done in Python.

This is a contract of one year, that can start any time after October 2023.

The annual salary is around 30ke after taxes, including prime.

If you feel interested please get in touch by e-mail with F. Gamboa and A. Mazoyer.
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