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Abstract:

Industrial products are studied numerically before being sold. The corresponding numerical codes involve geometrical or environmental inputs and physical outputs. They are complex as they involve lots of input variables. Studies are provided to quantify the influence of the inputs on the behavior of the outputs. They usually use metamodels based on a set of already simulated cases (called a Design Of Experiments DOE). The first studies focus on a small amount of important inputs, letting them vary freely to see their influence on the output, while the other inputs are fixed to nominal values. Then, the studies are complexified as some previously fixed inputs are progressively involved.

The classical way of treating the increasing number of inputs is to start from scratch each time new inputs are released, regenerating a DOE and a metamodel independent from the previous ones. This approach can be time consuming and the previous data is lost because unused.

An alternative, presented in our work, is to upgrade gradually the design and the metamodel, based on the previous ones. This enables to exploit all the available data. The surrogate approach is based on gaussian process regression. At each step \( k \), the output is supposed to be the realization of a gaussian process which is the sum of two processes: the first one is defined on the previous input space of step \( k-1 \) (subspace of the current input space of step \( k \)), the second is built independently on the input space of step \( k \) but is conditioned to be null on the subspace of step \( k-1 \).

In order to gain in efficiency, we illustrate the method on an example with an output function of 4 inputs \( x = (x_1, x_2, x_3, x_4) \): 

\[
\begin{align*}
    f_1(x_1, x_2) &= \left[ 4 - 2.1(4x_1 - 2)^2 + \frac{(4x_1 - 2)^4}{3} \right] (4x_1 - 2)^2 \\
    f_2(x_1, x_2, x_3, x_4) &= 4 \exp \left( -\|x - 0.3\|^2 \right)
\end{align*}
\]

We consider two cases:

- At step 0, we study \( y(x_1, x_2, \frac{x_1 + x_2}{2}, 0.2x_1 + 0.7) \). Only the first two inputs \( x_1 \) and \( x_2 \) can vary freely and the other two inputs are fixed: \( x_3 = \frac{x_1 + x_2}{2} \), \( x_4 = 0.2x_1 + 0.7 \). For this case, we dispose of a DOE and a metamodel.
At step 1, we study $y(x_1, x_2, x_3, x_4)$. The last two inputs $(x_3, x_4)$ are freed. We must create a new DOE and a new metamodel depending on all the inputs $x_1, x_2, x_3,$ and $x_4$, but using the previous information (DOE and metamodel).

We choose to model the output by a Gaussian Process $Y$. The modelization is inspired from the Multifidelity framework [3]. We decompose $Y$ as follows:

$$Y(x_1, x_2, x_3, x_4) = \begin{cases} Y_0(x_1, x_2) = Z_0(x_1, x_2) & \text{when } x_3 = \frac{x_1 + x_2}{2} \text{ and } x_4 = 0.2x_1 + 0.7 \\ Y_1(x_1, x_2, x_3, x_4) = Y_0(x_1, x_2) + Z_1(x_1, x_2, x_3, x_4) & \text{else} \end{cases}$$

with $Z_0$ and $Z_1$ independent Gaussian Processes. The definition of $Y$ implies:

$$Z_1(x_1, x_2, \frac{x_1 + x_2}{2}, 0.2x_1 + 0.7) = 0 \ \forall x_1, x_2$$

We must solve some issues:

- What Gaussian Process can satisfy the property verified by $Z_1$? We propose two nonstationnary processes built from a second order stationnary one (noted $\tilde{Z}_1$). The candidates are:

  - $Z_1(x_1, x_2, x_3, x_4) = \tilde{Z}_1(x_1, x_2, x_3, x_4) - \tilde{Z}_1(x_1, x_2, \frac{x_1 + x_2}{2}, 0.2x_1 + 0.7)$ that we call Red Process.

  - $Z_1(x_1, x_2, x_3, x_4) = \left[ \tilde{Z}_1(x_1, x_2, x_3, x_4) | \tilde{Z}_1(t_1, t_2, \frac{t_1 + t_2}{2}, 0.2t_1 + 0.7) = 0 \forall t_1 \right]$ (it is the extension of the usual notation of the conditionning on a finite set of points but for an infinite set of points in this case) following the work of [2]. We call it P Process.

- How to estimate the parameters of such a model? We choose the maximum likelihood estimation. To optimize the likelihood, we adapt the EM algorithm [1] to our case.

We compare our methodology to a classic kriging metamodel trained on the reunion of the samples of all steps. The results are encouraging (see figure 1). The information from the previous step is useful as it enables to decrease the RMSE of the kriging metamodel. The method with the Red Process is a relevant metamodel for that case as it performs better than the kriging metamodel.
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Figure 1: RMSE of different models for the toy function for different sizes of the training sample of step 1 (N1), the size of the training sample of step 0 being 10. K_1 is the kriging metamodel trained only on the training sample of step 1, K is the kriging metamodel trained on the union of the two training samples, P is the method using the P Process, Red is the method using the Red Process.