Fairness seen as Global Sensitivity Analysis
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Abstract:

Quantifying the influence of a variable on the outcome of an algorithm is an issue of high importance in order to understand decisions and detect unwanted biases in the decisions that may lead to unfair predictions. The recent development of the literature on fair learning for Artificial Intelligence shows how essential this problem is. One of the main difficulty lies in the definition of what is (un)fair and the choices to quantify it. Historically, Statistical Parity has been used to quantify fairness in legal procedures. This measure has then been used in machine learning ([2]) to assess the fairness of an estimator’s output. Similarly, Equality of odds can be used to quantify fairness by looking at the errors made by the estimator. However, these measures restrict the notion of fairness between two discrete classes in the context of a classification problem. Authors of [5], [9] have extended these notions to regression problems, but also with continuous sensitive attributes. Independently other metrics such as Shapley values has been used in the context of fairness [6] (local fairness by explainability).

Conversely, Global Sensitivity Analysis (GSA) is used in numerous contexts for quantifying the influence of a set of features on the outcome of a black-box algorithm. Various indicators, usually taking the form of indices between 0 and 1, allow the understanding of how much a feature is important. Multiple set of indices have been proposed over the years such as Sobol’ indices, Cramér-von-Mises indices, HSIC – see [1], [3], [7], [8], [4] and references therein. The flexibility in the choice allows for deep understanding in the relationship between a feature and the outcome of an algorithm. While a usual assumption in this field is to suppose the inputs to be independent, some works ([10], [4], [8]) remove this assumption to go further in the understanding of the possible ways for a feature to be influent.

Our contributions are two-fold. Firstly, while GSA is usually concerned with independent inputs, we recall extensions of Sobol’ indices to non-independent inputs introduced in [10] that offer ways to account for joint contribution and correlations between variables while quantifying the influence of a feature. We propose an extension of Cramér-von-Mises indices based on similar ideas. We also prove the asymptotic normality for these extended Sobol’ indices. Secondly, thanks to Global Sensitivity Analysis, it is possible to monitor the importance of a feature on the outcome of an algorithm. Therefore, by using it in a Fairness framework, we are able to quantify how fair an algorithm is with respect to a sensible feature. We will see that different sets of GSA indices lead to different definitions of Fairness and we propose a framework for quantifying intersectionality fairness. Thanks to this duality, this link allows for a better understanding of the relationship between a protected feature and the outcome of a predictor.
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